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Abstract

In this paper we present a set of experiments in 
order to recognize materials in multispectral images, 
which were obtained with a tomograph scanner. These 
images were classified by a neural network based 
classifier (Multilayer Perceptron) and classifier 
combining techniques (Bagging, Decision Templates 
and Dempster-Shafer) were investigated. We also 
present a performance comparison between the 
individual classifiers and the combiners. The results 
were evaluated by the estimated error (obtained using 
the Hold-Out technique) and the Kappa coefficient, 
and they showed performance stabilization. 

1. Introduction 

Multiple classifier systems based on the 
combination of several different classifiers are 
currently used to increase recognition performance. It 
had been observed that the sets of patterns 
misclassified by different classifiers would not 
necessarily overlap. For neural network based 
classifiers as Multilayer Perceptron this can be a way 
to increase and stabilize performance. An interesting 
issue on classifier combination research is the scheme 
by which they are combined. 

A previous work used the Maximum Likehood, 
ICM and K-Means single classifiers to identify 
materials in tomography images with low noise [1]. 
Later, another work was presented, using images with 
high levels of noise, obtained with low exposure time.  
The behavior of Parzen, K-Nearest Neighbors, 
Logistic and Linear Maximum Likehood classifiers 
were observed, and also the behavior of the Product, 
Maximum and Minimum Combiners [2]. In this work 
we used the same noisy images used in the previous 
work [2] (Figure 2) in order to evaluate the behavior of 
a neural network (NN) based classifier in this kind of 
image, as well as to evaluate combination of single 
NN-based classifiers. 

The main contribution of this paper is the 
investigation of classifier combination methods, not 
just on performance improvement like other recent 
works using linear combination [3], rough set 
reduction [4] and Dempster-Shafer Theory of Evidence 
[5], but also on their behavior when combining 
Multilayer Perceptron classifiers that are unstable due 
to the random initialization values. For this task, 
Bagging, Decision Templates and Dempster-Shafer 
combiners are used. The observation is carried out 
using different settings for the hidden layer allowing to 
analyze in which level of complexity of the NN 
classifiers the combination can assure better 
performance. 

This paper is organized as follows. Section 2 
presents the acquisition of the image used in the 
experiments. Section 3 is concerned about the 
classification and combination methods. Section 4 
explains the performance evaluation method. The 
experiments and results are described on Section 5. 
Finally, Section 6 has the conclusion and final 
remarks. 

2. Image Acquisition 

The computerized tomograph (CT) scanner used to 
acquire the images is a first generation equipment 
developed by Embrapa1 in order to explore 
applications in soil science. It has the X and -ray 
sources fixed while the object being studied is rotated 
and translated. All the system is controlled by 
hardware and software developed by Embrapa. [6] 

In this work we have images of a phantom that was 
built with materials found in soil. The phantom used 
has a support of plexiglass (polymer) and has 4 
cylinders containing: aluminum (left), water (top), 
phosphorus (right) and calcium (bottom), as shown in 
Figure 1.

                                                          
1 Brazilian Agricultural Research Corporation – institute for 
scientific reseach on agriculture, providing feasible solutions for the 
developmente of Brazilian agribusiness.
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Figure 1. Phantom construction diagram with 
dimensions and materials 

40keV 60keV

85keV 662keV
Figure 2. Multispectral image bands acquired 
by an X and -ray CT scanner with multiple 
energies: 40keV, 60keV, 85keV and 662keV 

To obtain the images two X-ray sources and two -
ray sources (Cesium and Americium) were used. The 
X-ray energies were 40keV and 85keV. The -ray 
were 662keV (Cesium) and 60keV (Americium). 

Images with size 65x65 pixels of this phantom were 
obtained from each radioactive source using 3 seconds 
of exposure. After the reconstruction with the filtered 
backprojection algorithm the images were normalized 
to 256 levels of gray, which are proportional to the 
values of the physically observed linear attenuation 
coefficients.

3. Classification Methods 

The classification was performed using the 
Multilayer Perceptron (MLP) classifier and some 
classifiers combiners. 

3.1. Multilayer Perceptron 

The Multilayer Perceptron is a kind of network that 
is composed by a set of sensorial units in the input 
layer, one or more hidden layers and an output layer of 
computational units. The signal is set in the input layer 
and propagates through the network until it gets to the 
output layer. 

This kind of network has being used with success to 
solve difficult problems through its training by using 
the error backpropagation algorithm, which basically 
consists of two steps: a step forward where the signal 
propagates through the computational units until it gets 
to the output layer; and a step backwards where all the 
synaptic weights are adjusted accordingly to an error 
correction rule. [7] 

In a typical MLP network all the units from a layer 
are connected with every unit from the previous and 
from the next layer. There are no connections between 
units in the same layer; neither there are connections 
from non-adjacent layers. The function in the input 
layer units is an identity function and these units do not 
perform computational tasks. The hidden and the 
output layers have Sigmoid functions like this: [8] 

)exp(1
1)(

a
ag

and their output are usually in the [0-1] interval. 

3.2 Bagging 

The term Bagging was created by Breiman [9] and 
is an acronym for Bootstrap AGGregatING. This 
method consists of building bootstrap replicas of the 
training set and then training each one alone. The 
outputs from each classifier are then combined by 
majority voting. 

The bootstrap sets are built randomly from the 
original training set using substitution. To take 
advantage of this method it is essential that the base 
classifier be unstable, a classifier where small changes 
in the training set lead to big changes in the classifier 
output. Not to follow this rule means that we will have 
a set of almost identical classifiers. Examples of 
unstable classifiers are the neural network based, while 
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the k-nearest neighbor is an example of a stable 
classifier.

3.3 Decision Templates 

When using classifiers that give us continuous-
valued outputs (like the Multilayer Perceptron) we can 
treat the outputs as confidences in proposed labels and 
estimates of the posterior probabilities for each class. 

Let  be the feature vector and nx
},...,,{ 21 c  the set of labels from classes. 

Each classifier  from the set
provides c degrees of support. We can assume that all 
the c degrees are in [0, 1] interval, that is, 

. The notation  represents 

the support degree that the classifier  gives to x

being from

iD },...,{ 1 LDDD

cn
iD ]1,0[: )(, xd ji

iD

j . The L outputs from the classifiers for a 
given input x can be organized in a decision profile
(DP(x)) as in the matrix: 
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Decision Templates (DT) is a kind of combiner 
where the idea is to remember the most typical 
decision profiles for each class, called decision 
templates, and then compare them with the current 
decision profile using some similarity measure (like 
the Euclidean distance). The closest match will label 
the sample. [10] 

To calculate a decision template for the j classes we 
take the mean of the decision profiles  from 

all the members of 

)( kzDP

j  from the training data set Z: 
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where  is the number of elements from Z that 

belongs to 
jN

j .
After training, given an input, we construct its 

decision profile  and calculate the similarity S

between  and each :

)(xDP
)(xDP jDT
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3.4 Dempster-Shafer 

This method is based on the Evidence theory, 
introduced by Glenn Shafer as a way to represent 
cognitive knowledge. In this formalism the best 
probability representation is a belief function rather 
than a Bayesian distribution. Probability values are 
assigned to a set of possibilities instead of unique 
events. Its appeal is in the fact that they code evidences 
rather than propositions. It provides a simple method 
of combining evidences from different sources 
(Dempster rule) without any a priori distribution. [11] 

The Dempster-Shafer combiner (DS) training is like 
DT training, the c decision templates are found from 
the data. However, instead of calculating the similarity 
between the decision template and the decision profile 
we calculate the proximity between the decision 
template and the output of each classifier. These are 
used to calculate the belief degree for every class. At 
last the final degrees of support for each class are 
calculated from the belief degrees. These steps are 
described below: [10] 

Let  be the ith row of the decision template 

 and  be the output of , that is, 

: the ith row of the 
decision profile DP(x). We calculate the “proximity” 

i
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where || . || is any matrix norm. For example, we can 
use the Euclidean distance between the two vectors. 
So, for each decision template we will have L
proximities. 

Using the last equation we can calculate for every 
class, j = 1,...,c; and for every classifier, i = 1,...,L, the 
following belief degrees: 
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The final support degrees are given by 
L

i
ijj xDbKx

1

))(()(  j = 1,...,c 

where K is a normalizing constant to keep the 
output in [0-1] interval. 
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4. Evaluation of the Classification 

The performances of the methods were evaluated by 
using the estimated error by the Hold-Out technique 
and the Kappa coefficient. 

4.1 Hold-Out 

In this method, usually we split the set of available 
data in two halves. The first one is used to train the 
classifier, and the second one is used to test it, 
obtaining the error rate. [10] 

This method is pessimistic because it uses only a 
portion of the data available for training [12]. 
However, when testing Multilayer Perceptron based 
classifiers, a fast testing scheme is often required 
because this kind of network takes much more time to 
train than statistical based classifiers. Hold-Out method 
can train only a single classifier to obtain the estimated 
error rate, therefore this method is a good choice to 
evaluate Multilayer Perceptron based classifiers. 

4.2 Kappa Coefficient 

The Kappa coefficient can be used to measure the 
agreement rating between two classifiers. To evaluate 
the performance of a classifier we can use Kappa to 
compare the output of a classifier with the pre-labeled 
samples [13].  

The values given by Kappa coefficient (K) are in 
the [-1 1] interval. When the agreement is no higher 
than expected in a random classification K will be 0. K 
will output 1 when there is a total agreement between 
the sample labels and the classifier output.  

The higher the value of K, the best is the 
performance of the classifier. The interpretation of the 
Kappa coefficient is subjective and depends on the 
level of correctness required by the problem. [14][15] 

5. Experiments 

In the experiments we took a set of 80 samples in 
10x8 pixels windows from each of the 6 classes – 
water, aluminum, calcium, phosphorus, plexiglass and 
background – in a total of 480 samples. Then we split 
this set in two groups with 240 samples each (40 
samples from each class). The first one was used for 
training and the second one for testing. We used all the 
4 bands available, so the input layer size is 4. 

Since there is no fail proof way to determine how 
many units in the hidden layer would be the best 
choice [16], we trained classifiers with 2 to 15 units in 
one single hidden layer. 

MLP based classifiers tend to present different 
results due to its random initialization parameters, so 
every experiment for all classification methods were 
executed 100 times, and the results in this paper are the 
mean value in those 100 times. The Nguyen-Widrow 
initialization algorithm was used to initialize the MLP 
networks. Adaptive learning rate were used. 

In the experiments with the Bagging technique we 
replaced the combination using majority vote for the 
combination using means, so we could take advantage 
of the soft labels (continuous-valued outputs) provided 
by MLP. For Decision Templates combiner we used 
the Euclidean distance. All the experiments with 
classifiers combiners trained 10 base classifiers for the 
combination.  

The classification results can be viewed in Table 1 
(Estimated Error) and Table 2 (Kappa Coefficient). 
The best results are in boldface. Thematic images for 
the best classifier in each group are available in Figure 
5 and 6. Figure 5 shows thematic images for the best 
case in the 100 experiments while Figure 6 shows the 
worst case. 

6. Conclusions 

In the experiments using a single classifier we 
noticed that the classification becomes better as the 
number of units in the hidden layer increases, however 
even the best case (15 units) still produces bad results 
sometimes, due to the nature of MLP, as we can see in 
Figure 6. The use of classifier combination led to more 
stable classifiers, where even the worst case still 
delivers a good classification. It is also important to 
notice that the best results with all the combiners were 
achieved with few units in the hidden layer. 

Dempster-Shafer and Decision Templates 
combiners showed relatively good results no matter 
how many units there were in the hidden layer, 
improving the performance, especially when using few 
neurons on hidden layer. Therefore, we could say they 
would be good choices of combiners in situations 
where is not viable to conduct experiments to find the 
optimal number of units in the hidden layer for a 
particular problem. 

Some future work could include experiments with 
more than 10 base classifiers to observe if the 
performance improvements could worth the extra time 
to train all the base classifiers. Also it would be 
interesting to observe the results of a combination 
using Bagging techniques, but using Dempster-Shafer 
or Decision Templates as the combiner, instead of the 
mean combiner we used in our experiments. 
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The results shows that using Multilayer Perceptron 
based classifiers to identify materials on CT images is 
viable, even in images with high noise levels. The use 
of classifiers combiners led to more stable systems and 
minimized the effects of the unstable nature of the 
individual MLP classifiers. 
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Figure 3. Estimated Error 
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Figure 4. Kappa Coefficient 

Table 1. Estimated Error 
Units in 

the
hidden 
layer 

Single 
Classifier Bagging DT DS

2 0.5720 0.3675 0.0349 0.0613

3 0.2689 0.0493 0.0163 0.0275

4 0.1318 0.0200 0.0141 0.0177

5 0.0976 0.0170 0.0123 0.0151

6 0.0741 0.0168 0.0127 0.0139

7 0.0681 0.0175 0.0129 0.0138

8 0.0636 0.0179 0.0130 0.0137

9 0.0511 0.0190 0.0134 0.0138

10 0.0570 0.0190 0.0135 0.0139

11 0.0497 0.0191 0.0136 0.0143

12 0.0603 0.0203 0.0136 0.0143

13 0.0525 0.0196 0.0137 0.0145

14 0.0477 0.0204 0.0140 0.0151

15 0.0470 0.0210 0.0143 0.0150

Table 2. Kappa Coefficient 
Units in 

the
hidden 
layer 

Single 
Classifier Bagging DT DS

2 0.3137 0.5591 0.9581 0.9265

3 0.6773 0.9409 0.9805 0.9671

4 0.8419 0.9760 0.9831 0.9788

5 0.8829 0.9796 0.9853 0.9819

6 0.9111 0.9799 0.9848 0.9833

7 0.9183 0.9790 0.9845 0.9835

8 0.9237 0.9786 0.9844 0.9836

9 0.9387 0.9773 0.9840 0.9835

10 0.9316 0.9773 0.9838 0.9833

11 0.9404 0.9771 0.9837 0.9829

12 0.9277 0.9757 0.9837 0.9829

13 0.9371 0.9765 0.9836 0.9827

14 0.9428 0.9756 0.9832 0.9819

15 0.9436 0.9748 0.9828 0.9821
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Single Classifier 
Estimated Error: 0.0083 

Kappa Coefficient: 0.9900 

Bagging
Estimated Error: 0.0083 

Kappa Coefficient: 0.9900 

Decision Templates 
Estimated Error: 0.0042 

Kappa Coefficient: 0.9950 

Dempster-Shafer
Estimated Error: 0.0125 

Kappa Coefficient: 0.9850 

 water  aluminum  phosphorus 

 calcium  plexiglass  background 

Figure 5. Thematic images for the best 
classifier of each group (best case) 

Single Classifier 
Estimated Error: 0.3417 

Kappa Coefficient: 0.5900 

Bagging
Estimated Error: 0.0250 

Kappa Coefficient: 0.9700 

Decision Templates 
Estimated Error: 0.0208 

Kappa Coefficient: 0.9750 

Dempster-Shafer
Estimated Error: 0.0208 

Kappa Coefficient: 0.9750 

 water  aluminum  phosphorus 

 calcium  plexiglass  background 

Figure 6. Thematic images for the best 
classifier of each group (worst case) 
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