


• It is estimated that at least 2.2 billion people 
have a vision impairment or blindness. [1]

• The majority of them are over 50 years old 
and live in low and middle-income regions. [2]

• Navigation and mobility are among the most 
critical problems faced by visually impaired 
persons.

• There were many advances in computer 
vision and some proposed navigation systems 
in the last decade.

• Issues: Many of them require expensive, 
heavy, and/or not broadly available 
equipment, or require a network connection 
to a powerful remote server.

• The white cane is still the most popular, 
simplest tool for detecting obstacles due to its 
low cost and portability. [3]
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[24] A. Ignatov and R. Timofte, “Ai benchmark: All about deep learning on smartphones in 
2019,” in IEEE International Conference on Computer Vision (ICCV) Workshops, 2019
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The full dataset is available at: https://github.com/fbreve/via-dataset

https://github.com/fbreve/via-dataset
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Input Layer
Input: (128, 128, 3)

Output: (128, 128, 3)

Conv. 2D
filters: 32

kernel size: 3x3

Input: (128, 128, 3)

Output: (128, 128, 32)

Batch 
Normalization

Input: (128, 128, 32)

Output: (128, 128, 32)

Max Pooling 
2D

pool size = 2x2

Input: (128, 128, 32)

Output: (64, 64, 3 2)

Dropout
rate: 0.25

Input: (64, 64, 32)

Output: (64, 64, 3 2)

Conv. 2D
filters: 32

kernel size: 3x3

Input: (64, 64, 32)

Output: (62, 62, 6 4)

Batch 
Normalization

Input: (62, 62, 64)

Output: (62, 62, 6 4)

Max Pooling 
2D

pool size = 2x2

Input: (62, 62, 64)

Output: (31, 31, 6 4)

Dropout
rate: 0.25

Input: (31, 31, 64)

Output: (31, 31, 6 4)

Conv. 2D
filters: 32

kernel size: 3x3

Input: (31, 31, 64)

Output: (29, 29, 1 28)

Batch 
Normalization

Input: (29, 29, 128)

Output: (29, 29, 1 28)

Max Pooling 
2D

pool size = 2x2

Input: (29, 29, 128)

Output: (14, 14, 1 28)

Dropout
rate: 0.25

Input: (14, 14, 128)

Output: (14, 14, 1 28)

Flatten
Input: (14, 14, 128)

Output: (25088)

Dense
Input: (25088)

Output: (512)

Batch 
Normalization

Input: (512)

Output: (512)

Dropout
Rate: 0.5

Input: (512)

Output: (512)

Dense
softmax

Input: (512)

Output: (2)



•

Data 
Augmentation

Optimizer Accuracy

No Adam 67.97% ± 7.33%

No RMSProp 70.35% ± 8.67%

No SGD 60.53% ± 8.64%

Yes Adam 73.51% ± 7.98%

Yes RMSProp 76.40% ± 7.14%

Yes SGD 72.19% ± 7.57%
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VGG16
Input: (224, 224, 3)

Output: (7, 7 , 512 )

Flatten
Input: (7, 7, 51 2)

Output: (25088)

Dense
Input: (25088)

Output: (128)

Dense
softmax

Input: (128)

Output: (2)

VGG16
Input: (224, 224, 3)

Output: (7, 7 , 512 )

Global Pooling 
2D

Input: (7, 7, 51 2)

Output: (512)

Dense
Input: (512)

Output: (128)

Dense
softmax

Input: (128)

Output: (2)

Example: VGG16 and No Polling Example: VGG16 and Average
Polling

[25] O. Russakovsky, J. Deng, H. Su, J. Krause, S. Satheesh, S. Ma, Z. 
Huang, A. Karpathy, A. Khosla, M. Bernstein, A. C. Berg, and L. Fei-Fei, 
“ImageNet Large Scale Visual Recognition Challenge,” International
Journal of Computer Vision (IJCV), vol. 115, no. 3, pp. 211–252, 2015.



Architecture
Frozen Weights Fine-Tunable Weights

No Polling Average Polling No Polling Average Polling

Xception 49.43% ± 6.82             51.18% ± 8.61  87.70% ± 2.62% 92.11% ± 5.01%

VGG16 83.39% ± 13.35% 76.88% ± 7.32% 85.76% ± 11.97%        85.16% ± 12.96% 

VGG19 81.36% ± 11.11%            73.97% ± 5.53% 83.40% ± 11.38%         85.18% ± 13.29%

ResNet50 51.17% ± 8.82%            51.18% ± 8.61% 49.98% ± 9.31%          51.77% ± 8.77%

ResNet101 51.18% ± 8.61%             50.87% ± 8.08% 66.12% ± 19.75%         51.42% ± 8.83%

ResNet152 48.05% ± 10.97%            51.17% ± 7.88% 54.90% ± 12.51%         47.37% ± 4.85%

ResNet50V2 51.19% ± 11.08%          51.19% ± 11.08% 51.48% ± 8.72%       69.71% ± 22.50% 

ResNet101V2 51.18% ± 8.61%           51.18% ± 8.12% 63.49% ± 9.02%         51.46% ± 9.02%

ResNet152V2 51.18% ± 8.12%             53.25% ± 11.63% 54.40% ± 7.53%         54.69% ± 6.24%

InceptionV3 51.18% ± 8.61%            51.18% ± 8.61% 79.94% ± 16.02%         88.90% ± 3.38%

InceptionResNetV2 51.18% ± 8.12%            51.19% ± 11.08% 75.53% ± 11.90%       78.37% ± 5.08%

MobileNet 51.48% ± 8.72%            51.18% ± 8.61% 81.43% ± 16.66%       90.08% ± 5.02%

DenseNet121 51.18% ± 8.61%            51.18% ± 8.61% 54.71% ± 9.75%       45.03% ± 8.62%

DenseNet169 51.45% ± 8.04%            48.24% ± 8.73% 64.63% ± 12.02%         75.50% ± 15.18% 

DenseNet201 48.34% ± 10.90%            51.46% ± 9.11% 61.80% ± 17.82%       59.34% ± 8.70%

NASNetMobile 51.78% ± 9.43%            49.13% ± 12.40% 50.29% ± 8.46%       49.13% ± 8.80%

MobileNetV2 50.90% ± 8.65%            51.19% ± 11.08% 50.90% ± 8.65%         51.18% ± 8.61%



Frozen Layer Blocks No Polling Average Polling

None    89.19% ± 6.46%              86.93% ± 6.42%  

1 88.56% ± 5.84%              88.95% ± 6.84%  

2 88.96% ± 5.99%              89.23% ± 7.52%

3 89.40% ± 6.50% 88.42% ± 6.84%  

4 87.10% ± 5.84%              87.65% ± 7.39%  

All     86.36% ± 7.09%              74.78% ± 7.00%  



Frozen Layer Blocks Xception MobileNet

None 91.68% ± 3.58% 88.89% ± 3.36%

1 48.26% ± 8.27%  51.17% ± 7.48% 

2 49.55% ± 8.82%  52.03% ± 9.70% 

3 48.95% ± 7.91%  50.74% ± 10.39%

4 48.80% ± 7.35%  49.85% ± 10.05%

5 51.18% ± 11.15% 45.13% ± 10.43%
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VGG16 – 10% 
Labeled Nodes

VGG16 – 20% 
Labeled Nodes

VGG19 – 10% 
Labeled Nodes

VGG19 – 20% 
Labeled Nodes

VGG16 + VGG19  – 10% 
Labeled Nodes

VGG16 + VGG19  – 20% 
Labeled Nodes



Labeled Nodes Architecture p k Accuracy

10% VGG16          10 7 77.01% ± 3.55% 

10% VGG19          10 8 76.99% ± 3.60% 

10% VGG16+VGG19    10 8 76.99% ± 3.68% 

20% VGG16          10 7 79.53% ± 2.40% 

20% VGG19          10 8 79.35% ± 2.65% 

20% VGG16+VGG19    14 4 79.43% ± 2.65% 
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