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Learning from Imperfect Data

 In Supervised Learning

Quality of the training data is very important

Most algorithms assume that the input label 

information is completely reliable

 In practice mislabeled samples are common 

in data sets.



Learning from Imperfect Data

 In Semi-Supervised 

learning 

Problem is more critical

 Small subset of labeled data

 Errors are easier to be 

propagated to a large 

portion of the data set

Besides its importance and 

vast influence on 

classification, it gets little 

attention from researchers
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Proposed Method

 Particles competition and cooperation in 
networks
Cooperation among particles from the same team 

(label / class)

Competition for possession of nodes of the 
network 

 Each team of particles…
Tries to dominate as many nodes as possible in a 

cooperative way

Prevents intrusion of particles from other teams



Initial Configuration

 A particle is generated for each labeled node of the network
 The node will be called that particle’s home node

 Particles initial position are set to their respective home 
nodes.

 Particles with same label play for the same team

 Nodes have a domination vector
 Labeled nodes have ownership set to their respective teams. 

 Unlabeled nodes have levels set equally for each team
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Node Dynamics

 When a particle selects a neighbor to visit:

 It decreases the domination level of the other teams

 It increases the domination level of its own team

 Exception:
 Labeled nodes domination levels are fixed
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Particle Dynamics

 A particle gets:

stronger when it selects a node being 

dominated by its team 

weaker when it selects node dominated by 

other teams
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Random-Deterministic Walk

 Random walk

 The particle randomly 

chooses any neighbor 

to visit with no concern 

about domination levels 

or distance

 Deterministic walk

 The particle will prefer 

visiting nodes that its 

team already 

dominates and nodes 

that are closer to their 

home nodes

The particles must exhibit both movements 

in order to achieve an equilibrium between 

exploratory and defensive behavior
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Computer Simulations

 Network are generated with:
Different sizes and mixtures

Elements divided into 4 classes

Set of nodes N

Labeled subset L  N 

Mislabeled subset Q  L  N 
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Conclusions

 Biologically inspired method for semi-

supervised classification

Cooperation and competition among particles

Natural way of preventing error propagation 

from mislabeled nodes

 Analysis of the results 

Critical points in the performance curve as the 

mislabeled samples subset grows



Future Work

 Different types of networks

 Real-world data-sets

 Comparison with other methods
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